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Preface

When something can be read without effort, great effort has gone into its writing.
Enrique Jardiel Poncela

This edition of Digital Image Processing is a major revision of the book. As in
the 1977 and 1987 editions by Gonzalez and Wintz, and the 1992, 2002, and 2008
editions by Gonzalez and Woods, this sixth-generation edition was prepared
with students and instructors in mind. The principal objectives of the book
continue to be to provide an introduction to basic concepts and methodologies
applicable to digital image processing, and to develop a foundation that can
be used as the basis for further study and research in this field. To achieve
these objectives, we focused again on material that we believe is fundamental
and whose scope of application is not limited to the solution of specialized
problems. The mathematical complexity of the book remains at a level well
within the grasp of college seniors and first-year graduate students who have
introductory preparation in mathematical analysis, vectors, matrices, probability,
statistics, linear systems, and computer programming. The book website pro-
vides tutorials to support readers needing a review of this background material.
One of the principal reasons this book has been the world leader in its field for
40 years is the level of attention we pay to the changing educational needs of our
readers. The present edition is based on an extensive survey that involved faculty,
students, and independent readers of the book in 150 institutions from 30 countries.
The survey revealed a need for coverage of new material that has matured since the
last edition of the book. The principal findings of the survey indicated a need for:

e New material related to histogram matching.
e Expanded coverage of the fundamentals of spatial filtering.
e A more comprehensive and cohesive coverage of image transforms.
e A more complete presentation of finite differences, with a focus on edge detec-
tion.
e A discussion of clustering, superpixels, and their use in region segmentation.
e New material on active contours that includes snakes and level sets, and their
use in image segmentation.
e Coverage of maximally stable extremal regions.
e Expanded coverage of feature extraction to include the Scale Invariant Feature
Transform (SIFT).
e Expanded coverage of neural networks to include deep neural networks, back-
propagation, deep learning, and, especially, deep convolutional neural networks.
e More homework problems at the end of the chapters.
e MATLAB computer projects.
The new and reorganized material that resulted in the present edition is our
attempt at providing a reasonable balance between rigor, clarity of presentation,
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X Preface

and the findings of the survey. In addition to new material, earlier portions of the
text were updated and clarified. This edition contains 425 new images, 135 new draw-
ings, and 220 new exercises. For the first time, we have included MATLAB projects
at the end of every chapter. In total there are 120 new MATLAB projects that cover
a broad range of the material in the book. Although the solutions we provide are
in MATLAB, the projects themselves are written in such a way that they can be
implemented in other languages. Projects are an important addition because they
will allow students to experiment with material they learn in the classroom. A large
database of digital images is provided for this purpose.

New to This Edition

The highlights of this edition are as follows.

Chapter 1: Some figures were updated, and parts of the text were rewritten to cor-
respond to changes in later chapters.

Chapter 2: Many of the sections and examples were rewritten for clarity. We added
a new section dealing with random numbers and probability, with an emphasis on
their application to image processing. We included 12 new examples, 31 new images,
22 new drawings, 32 new exercises, and 10 new MATLAB projects.

Chapter 3: Major revisions of the topics in this chapter include a new section on
exact histogram matching. Fundamental concepts of spatial filtering were rewritten
to include a discussion on separable filter kernels, expanded coverage of the prop-
erties of lowpass Gaussian kernels, and expanded coverage of highpass, bandreject,
and bandpass filters, including numerous new examples that illustrate their use. In
addition to revisions in the text, including 6 new examples, the chapter has 67 new
images, 18 new line drawings, 31 new exercises, and 10 new MATLAB projects.

Chapter 4: Several of the sections of this chapter were revised to improve the clar-
ity of presentation. We replaced dated graphical material with 35 new images and 4
new line drawings. We added 25 new exercises and 10 new MATLAB projects.

Chapter 5: Revisions to this chapter were limited to clarifications and a few cor-
rections in notation. We added 6 new images, 17 new exercises, and 10 new MAT-
LAB projects.

Chapter 6: This is a new chapter that brings together wavelets, several new trans-
forms, and many of the image transforms that were scattered throughout the book.
The emphasis of this new chapter is on the presentation of these transforms from a
unified point of view. We added 24 new images, 20 new drawings, 25 new exercises
and 10 new MATLAB projects.

Chapter 7: The material dealing with color image processing was moved to this
chapter. Several sections were clarified, and the explanation of the CMY and CMYK
color models was expanded. We added 2 new images and 10 new MATLAB projects.

Chapter 8: In addition to numerous clarifications and minor improvements to the
presentation, we added 10 new MATLAB projects to this chapter.
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Chapter 9: Revisions of this chapter included a complete rewrite of several sec-
tions, including redrafting of several line drawings. We added 18 new exercises and
10 new MATLAB projects.

Chapter 10: Several of the sections were rewritten for clarity. We updated the
chapter by adding coverage of finite differences, K-means clustering, superpixels,
and graph cuts. The new topics are illustrated with 4 new examples. In total, we
added 31 new images, 3 new drawings, 8 new exercises, and 10 new MATLAB proj-
ects.

Chapter 11: This is a new chapter dealing with active contours for image segmen-
tation, including snakes and level sets. An important feature in this chapter is that
it presents a derivation of the fundamental snake equation. Similarly, we provide a
derivation of the level set equation. Both equations are derived starting from basic
principles, and the methods are illustrated with numerous examples. The strategy
when we prepared this chapter was to bring this material to a level that could be
understood by beginners in our field. To that end, we complemented the text mate-
rial with 17 new examples, 141 new images, 19 new drawings, 37 new problems, and
10 new MATLAB projects.

Chapter 12: This is the chapter on feature extraction, which was moved from its
11th position in the previous edition. The chapter was updated with numerous top-
ics, beginning with a more detailed classification of feature types and their uses. In
addition to improvements in the clarity of presentation, we added coverage of slope
change codes, expanded the explanation of skeletons, medial axes, and the distance
transform, and added several new basic descriptors of compactness, circularity, and
eccentricity. New material includes coverage of the Harris-Stephens corner detec-
tor, and a presentation of maximally stable extremal regions. A major addition to
the chapter is a comprehensive discussion dealing with the Scale-Invariant Feature
Transform (SIFT). The new material is complemented by 65 new images, 15 new
drawings, 4 new examples, and 15 new exercises. We also added 10 new MATLAB
projects.

Chapter 13: This is the image pattern classification chapter that was Chapter 12 in
the previous edition. This chapter underwent a major revision to include an exten-
sive rewrite of neural networks and deep learning, an area that has grown signifi-
cantly since the last edition of the book. We added a comprehensive discussion on
fully connected, deep neural networks that includes derivation of backpropagation
starting from basic principles. The equations of backpropagation were expressed in

“traditional” scalar terms, and then generalized into a compact set of matrix equa-
tions ideally suited for implementation of deep neural nets. The effectiveness of fully
connected networks was demonstrated with several examples that included a com-
parison with the Bayes classifier. One of the most-requested topics in the survey was
coverage of deep convolutional neural networks. We added an extensive section
on this, following the same blueprint we used for deep, fully connected nets. That is,
we derived the equations of backpropagation for convolutional nets, and showed
how they are different from “traditional” backpropagation. We then illustrated the
use of convolutional networks with simple images, and applied them to large image
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databases of numerals and natural scenes. The written material is complemented
by 23 new images, 28 new drawings, and 12 new exercises. We also included 10 new
MATLAB projects.

Also for the first time, we have created student and faculty support packages that
can be downloaded from the book website. The Student Support Package contains
all the original images in the book, answers to selected exercises, detailed answers
(including MATLAB code) to selected MATLAB projects, and instructions for
using a set of utility functions that complement the projects. The Faculty Support
Package contains solutions to all exercises and projects, teaching suggestions, and all
the art in the book in the form of modifiable PowerPoint slides. One support pack-
age is made available with every new book, free of charge.

MATLAB projects are structured in a unique way that gives instructors significant
flexibility in how projects are assigned. The MATLAB functions required to solve
all the projects in the book are provided in executable, p-code format. These func-
tions run just like the original functions, but the source code is not visible, and the
files cannot be modified. The availability of these functions as a complete package
makes it possible for projects to be assigned solely for the purpose of experiment-
ing with image processing concepts, without having to write a single line of code. In
other words, the complete set of MATLAB functions is available as a stand-alone
p-code toolbox, ready to use without further development. When instructors elect
to assign projects that involve MATLAB code development, we provide students
enough answers to form a good base that they can expand, thus gaining experience
with developing software solutions to image processing problems. Instructors have
access to detailed answers to all projects.

The book website, established during the launch of the 2002 edition, continues to
be a success, attracting more than 25,000 visitors each month. The site was upgraded
for the launch of this edition. For more details on site features and content, see The
Book Website, following the Acknowledgments section.

This edition of Digital Image Processing is a reflection of how the educational
needs of our readers have changed since 2008. As is usual in an endeavor such as
this, progress in the field continues after work on the manuscript stops. One of the
reasons why this book has been so well accepted since it first appeared in 1977 is its
continued emphasis on fundamental concepts that retain their relevance over time.
This approach, among other things, attempts to provide a measure of stability in a
rapidly evolving body of knowledge. We have tried to follow the same principle in
preparing this edition of the book.

R.C.G.
R.E.W.
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The Book Website

www.ImageProcessingPlace.com

Digital Image Processing is a completely self-contained book. However, the compan-
ion website offers additional support in a number of important areas.

For the Student or Independent Reader the site contains
e Reviews in areas such as probability, statistics, vectors, and matrices.
e A Tutorials section containing dozens of tutorials on topics relevant to the mate-
rial in the book.
* Animage database containing all the images in the book, as well as many other
image databases.

For the Instructor the site contains

e An Instructor’s Manual with complete solutions to all the problems and MAT-
LAB projects in the book, as well as course and laboratory teaching guidelines.
The manual is available free of charge to instructors who have adopted the book
for classroom use.

e Classroom presentation materials in PowerPoint format.

e Material removed from previous editions, downloadable in convenient PDF
format.

e Numerous links to other educational resources.

For the Practitioner the site contains additional specialized topics such as
e Links to commercial sites.
e Selected new references.
e Links to commercial image databases.

The website is an ideal tool for keeping the book current between editions by includ-
ing new topics, digital images, and other relevant material that has appeared after
the book was published. Although considerable care was taken in the production
of the book, the website is also a convenient repository for any errors discovered
between printings.

The DIP4E Support Packages

In this edition, we created support packages for students and faculty to organize all
the classroom support materials available for the new edition of the book into one
easy download. The Student Support Package contains all the original images in the
book, answers to selected exercises, detailed answers (including MATLAB code)
to selected MATLAB projects, and instructions for using a set of utility functions
that complement the projects. The Faculty Support Package contains solutions to all
exercises and projects, teaching suggestions, and all the art in the book in modifiable
PowerPoint slides. One support package is made available with every new book, free
of charge. Applications for the support packages are submitted at the book website.
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Introduction

One picture is worth more than ten thousand word:s.

Anonymous

Preview

Interest in digital image processing methods stems from two principal application areas: improvement
of pictorial information for human interpretation, and processing of image data for tasks such as storage,
transmission, and extraction of pictorial information. This chapter has several objectives: (1) to define
the scope of the field that we call image processing; (2) to give a historical perspective of the origins of
this field; (3) to present an overview of the state of the art in image processing by examining some of
the principal areas in which it is applied; (4) to discuss briefly the principal approaches used in digital
image processing; (5) to give an overview of the components contained in a typical, general-purpose
image processing system; and (6) to provide direction to the literature where image processing work is
reported. The material in this chapter is extensively illustrated with a range of images that are represen-
tative of the images we will be using throughout the book.

Upon completion of this chapter, readers should:

B Understand the concept of a digital image. B Be aware of the different fields in which digi-

B Have a broad overview of the historical under- tal image processing methods are applied.

pinnings of the field of digital image process- B Be familiar with the basic processes involved

DIP4E_Print_Ready.indb 1

ing.
B Understand the definition and scope of digi-
tal image processing.

B Know the fundamentals of the electromag-
netic spectrum and its relationship to image
generation.

in image processing.

B Be familiar with the components that make
up a general-purpose digital image process-
ing system.

M Be familiar with the scope of the literature
where image processing work is reported.
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2 Chapter 1 Introduction

1.1 WHAT IS DIGITAL IMAGE PROCESSING? I

An image may be defined as a two-dimensional function, f(x,y), where x and y are
spatial (plane) coordinates, and the amplitude of f at any pair of coordinates (x,y)
is called the intensity or gray level of the image at that point. When x, y, and the
intensity values of fare all finite, discrete quantities, we call the image a digital image.
The field of digital image processing refers to processing digital images by means of
a digital computer. Note that a digital image is composed of a finite number of ele-
ments, each of which has a particular location and value. These elements are called
picture elements, image elements, pels, and pixels. Pixel is the term used most widely
to denote the elements of a digital image. We will consider these definitions in more
formal terms in Chapter 2.

Vision is the most advanced of our senses, so it is not surprising that images
play the single most important role in human perception. However, unlike humans,
who are limited to the visual band of the electromagnetic (EM) spectrum, imaging
machines cover almost the entire EM spectrum, ranging from gamma to radio waves.
They can operate on images generated by sources that humans are not accustomed
to associating with images. These include ultrasound, electron microscopy, and com-
puter-generated images. Thus, digital image processing encompasses a wide and var-
ied field of applications.

There is no general agreement among authors regarding where image process-
ing stops and other related areas, such as image analysis and computer vision, start.
Sometimes, a distinction is made by defining image processing as a discipline in
which both the input and output of a process are images. We believe this to be a
limiting and somewhat artificial boundary. For example, under this definition, even
the trivial task of computing the average intensity of an image (which yields a sin-
gle number) would not be considered an image processing operation. On the other
hand, there are fields such as computer vision whose ultimate goal is to use comput-
ers to emulate human vision, including learning and being able to make inferences
and take actions based on visual inputs. This area itself is a branch of artificial intel-
ligence (Al) whose objective is to emulate human intelligence. The field of Al is in its
earliest stages of infancy in terms of development, with progress having been much
slower than originally anticipated. The area of image analysis (also called image
understanding) is in between image processing and computer vision.

There are no clear-cut boundaries in the continuum from image processing at
one end to computer vision at the other. However, one useful paradigm is to con-
sider three types of computerized processes in this continuum: low-, mid-, and high-
level processes. Low-level processes involve primitive operations such as image
preprocessing to reduce noise, contrast enhancement, and image sharpening. A low-
level process is characterized by the fact that both its inputs and outputs are images.
Mid-level processing of images involves tasks such as segmentation (partitioning
an image into regions or objects), description of those objects to reduce them to a
form suitable for computer processing, and classification (recognition) of individual
objects. A mid-level process is characterized by the fact that its inputs generally
are images, but its outputs are attributes extracted from those images (e.g., edges,
contours, and the identity of individual objects). Finally, higher-level processing
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1.2 The Origins of Digital Image Processing 3

involves “making sense” of an ensemble of recognized objects, as in image analysis,
and, at the far end of the continuum, performing the cognitive functions normally
associated with human vision.

Based on the preceding comments, we see that a logical place of overlap between
image processing and image analysis is the area of recognition of individual regions
or objects in an image. Thus, what we call in this book digital image processing encom-
passes processes whose inputs and outputs are images and, in addition, includes pro-
cesses that extract attributes from images up to, and including, the recognition of
individual objects. As an illustration to clarify these concepts, consider the area of
automated analysis of text. The processes of acquiring an image of the area con-
taining the text, preprocessing that image, extracting (segmenting) the individual
characters, describing the characters in a form suitable for computer processing, and
recognizing those individual characters are in the scope of what we call digital image
processing in this book. Making sense of the content of the page may be viewed as
being in the domain of image analysis and even computer vision, depending on the
level of complexity implied by the statement “making sense of.” As will become
evident shortly, digital image processing, as we have defined it, is used routinely in a
broad range of areas of exceptional social and economic value. The concepts devel-
oped in the following chapters are the foundation for the methods used in those
application areas.

1.2 THE ORIGINS OF DIGITAL IMAGE PROCESSING I

One of the earliest applications of digital images was in the newspaper industry,
when pictures were first sent by submarine cable between London and New York.
Introduction of the Bartlane cable picture transmission system in the early 1920s
reduced the time required to transport a picture across the Atlantic from more than
a week to less than three hours. Specialized printing equipment coded pictures for
cable transmission, then reconstructed them at the receiving end. Figure 1.1 was
transmitted in this way and reproduced on a telegraph printer fitted with typefaces
simulating a halftone pattern.

Some of the initial problems in improving the visual quality of these early digital
pictures were related to the selection of printing procedures and the distribution of

FIGURE 1.1 A digital picture produced in 1921 from a coded tape by a telegraph printer with
special typefaces. (McFarlane.) [References in the bibliography at the end of the book are
listed in alphabetical order by authors’ last names.]
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4  Chapter 1 Introduction

FIGURE 1.2

A digital picture

made in 1922

from a tape

punched after

the signals had

crossed the

Atlantic twice.

(McFarlane.)
intensity levels. The printing method used to obtain Fig. 1.1 was abandoned toward
the end of 1921 in favor of a technique based on photographic reproduction made
from tapes perforated at the telegraph receiving terminal. Figure 1.2 shows an image
obtained using this method. The improvements over Fig. 1.1 are evident, both in
tonal quality and in resolution.

The early Bartlane systems were capable of coding images in five distinct levels
of gray. This capability was increased to 15 levels in 1929. Figure 1.3 is typical of the
type of images that could be obtained using the 15-tone equipment. During this
period, introduction of a system for developing a film plate via light beams that were
modulated by the coded picture tape improved the reproduction process consider-
ably.

Although the examples just cited involve digital images, they are not considered
digital image processing results in the context of our definition, because digital com-
puters were not used in their creation. Thus, the history of digital image processing
is intimately tied to the development of the digital computer. In fact, digital images
require so much storage and computational power that progress in the field of digi-
tal image processing has been dependent on the development of digital computers
and of supporting technologies that include data storage, display, and transmission.

FIGURE 1.3
Unretouched

cable picture of
Generals Pershing
(right) and Foch,
transmitted in
1929 from
London to New
York by 15-tone
equipment.
(McFarlane.)
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1.2 The Origins of Digital Image Processing 5

The concept of a computer dates back to the invention of the abacus in Asia
Minor, more than 5000 years ago. More recently, there have been developments
in the past two centuries that are the foundation of what we call a computer today.
However, the basis for what we call a modern digital computer dates back to only
the 1940s, with the introduction by John von Neumann of two key concepts: (1) a
memory to hold a stored program and data, and (2) conditional branching. These
two ideas are the foundation of a central processing unit (CPU), which is at the heart
of computers today. Starting with von Neumann, there were a series of key advanc-
es that led to computers powerful enough to be used for digital image processing.
Briefly, these advances may be summarized as follows: (1) the invention of the tran-
sistor at Bell Laboratories in 1948; (2) the development in the 1950s and 1960s of
the high-level programming languages COBOL (Common Business-Oriented Lan-
guage) and FORTRAN (Formula Translator); (3) the invention of the integrated
circuit (IC) at Texas Instruments in 1958; (4) the development of operating systems
in the early 1960s; (5) the development of the microprocessor (a single chip consist-
ing of a CPU, memory, and input and output controls) by Intel in the early 1970s;
(6) the introduction by IBM of the personal computer in 1981; and (7) progressive
miniaturization of components, starting with large-scale integration (LI) in the late
1970s, then very-large-scale integration (VLSI) in the 1980s, to the present use of
ultra-large-scale integration (ULSI) and experimental nonotechnologies. Concur-
rent with these advances were developments in the areas of mass storage and display
systems, both of which are fundamental requirements for digital image processing.

The first computers powerful enough to carry out meaningful image processing
tasks appeared in the early 1960s. The birth of what we call digital image processing
today can be traced to the availability of those machines, and to the onset of the
space program during that period. It took the combination of those two develop-
ments to bring into focus the potential of digital image processing for solving prob-
lems of practical significance. Work on using computer techniques for improving
images from a space probe began at the Jet Propulsion Laboratory (Pasadena, Cali-
fornia)